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Abstract 

 

1 | Introduction  

Cloud computing has become one of the most practical solutions to problems that may require 

extensive calculation. The cloud provides a way to share resources and services with people as needed 

[1]. Without being aware of location differences, one can access virtualized resources and services. 

The methods offered by cloud computing take into account run-time requests for computing 

resources like storage, availability, software, and so forth [2]. The cloud platforms make distinctions 

between the various service styles, rates, and Quality of Service (QoS) in addition to performance [3]. 

Because of this reality, cloud users have the freedom to choose their target structure from a wide 

variety of cloud platforms. Even so, this increases the challenge of interoperability among the unique 

clouds [4]. The development of effective carrier provisioning policies is the main concern in the study 

of clouds. The clouds of today live in an open environment where changes occur continuously, 

randomly, and without warning. Game theoretic approaches enable in-depth analytical understanding 

of the provider provisioning challenge in this environment [5]. Infrastructure as a Service (IaaS), 

Platform as a Service (PaaS), and Software as a Service (SaaS) are the three types of facilities that 

cloud computing usually always provides SaaS [6]. 

A network built on the internet underpins cloud computing. A cloud is a group of services. On-

demand services are offered through cloud. Hardware service, software service, and network service 
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are the three main services offered through the cloud [7]. Modern fields like utility computing, service-

oriented architecture, the internet, and clients all center around cloud computing. Cloud computing is 

still in its early stages of development and faces many problems and difficulties. One of the most crucial 

factors in determining your present successful execution is cloud scheduling [8]. The term "scheduling" 

refers to a group of guidelines that regulate the sequence in which work is likely to be completed by a 

computer system. Job scheduling is one of the various parties involved with the scheduling algorithms 

that are present in distributed computing systems [9]. The primary benefit of a job scheduling algorithm 

is that it allows for the quickest process throughput and good high-performance computing. A proper 

scheduling policy allows for maximum resource usage. Scheduling controls CPU memory availability 

[10]. 

1.1 | Load Balancing in Cloud Computing 

The Load Balancing (LB) is the process of distributing the load among various resources in any system. 

Therefore, load need to be distributed over the resources in cloud-based architecture so that each 

resource does approximately the equal amount of task at any point of time [11]. The basic need is to 

provide some techniques to balance requests to provide the solution of the application faster. All cloud 

vendors are based on automatic LB services, it allows clients to increase the number of CPUs or 

memories for their resources to scale with increased demands [12]. These services are optional and 

depend on the client’s business needs. So, the LB serves two important needs, firstly to promote 

availability of cloud resources and secondarily to promote performance [13]. It is crucial to understand 

a few of the main objectives of LB algorithms in order to balance the resources: 

I. Cost effectiveness: the initial goal is to increase system performance generally at a fair price [14]. 

II. Flexibility and scalability: the size or topology of the distributed system in which the method is applied 

may change. Thus, the algorithm must be scalable and adaptable enough to manage such changes 

without difficulty [15]. 

III. Priority: despite providing equal service for all jobs, regardless of where they came from, scheduling of 

the resources or jobs must be done beforehand through the algorithm itself for better service to the 

significant or highly prioritized jobs [16]. 

2 | Literature Review 

The works in this section were previously proposed by a number of researchers. Here, several typical 

strategies that are effective in terms of response time, data centre processing time, and cost are also 

mentioned. An innovative LB technique called VectorDot was proposed in the work of [17]. In a flexible 

data centre with built-in server and storage virtualization technologies, this algorithm manages the 

hierarchical complexity of the datacenter and multidimensionality of resource loads across servers, 

network switches, and storage. The research conducted Panda et al. [18] proposed a cloud control 

technique called CARTON that combines the use of LB and Distributed Rate Limiting (DRL). The 

DRL is used to ensure that the resources are divided in a way to maintain a fair resource allocation [19]. 

The LB is used to evenly distribute the workloads to multiple servers in order to minimize the related 

expenses. Tareen et al. [20] used adaptive live migration of virtual machines to solve the intra-cloud LB 

issue among physical hosts. By using shared storage to distribute the load among servers in accordance 

with their CPU or IO consumption, the LB model is created and put into use to shorten the time 

required to migrate virtual machines. An event-driven LB system for real-time massively multiplayer 

online games was presented in work by [21]. 

After receiving capacity events as input, the algorithm additionally analyses its constituent parts in light 

of the resources and the overall condition of the game session before producing the LB actions for the 

game session. Mohapatra [22] suggested a load-balancing scheduling technique for virtual machine 

resources based on historical data and the present system status. By utilizing a genetic algorithm, the 

suggested technique achieves the optimal load balance and minimizes dynamic migration. In a 
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distributed virtual machine/cloud computing environment, Mohapatra [23] suggested a Central LB Policy 

for Virtual Machines (CLBVM) that distributes the load equitably. A large scale net data storage model and 

a SaaS model based on cloud storage are provided by the LB Virtual Storage Strategy (LBVS) that was 

described by [10]. A three-layered architecture is used to provide storage virtualization, and two LB 

modules are used to implement LB. It aids in increasing effectiveness. To accommodate users' changing 

needs and achieve high resource utilization, Mishra and Majhi [11] discussed a two-level job scheduling 

approach based on LB. The LB algorithm works by first mapping jobs to virtual machines, then virtual 

machines to host resources, optimizing task response time, resource usage, and overall cloud computing 

environment performance. Jyoti et al. [12] looked at a self-organizing LB method based on honey bees that 

is decentralized and nature inspired. Using local server operations, the algorithm achieves global LB. More 

system variety improves the system's performance, but larger systems do not boost throughput. This works 

well in situations where a wide variety of service kinds are needed. 

3 | The Algorithm 

Here is the updated proposed throttled algorithm: 

Input: r1, r2, rn data centre requests. 

Virtual machines: vm1, vm2, and vmn are available. 

Output: the available virtual machines vm1, vm2, ..., vmn are allocated to the data center requests r1, r2, 

..., rn. 

Step 1. Confirm that every vms allocation status is available in the vm state list. On the basis of processing 

time, response time, and available memory. 

Step 2. Maintain a hash map table of vm. HashMap should be started with zero entries. 

Step 3. A new request is received by the datacenter controller. 

Step 4. The datacenter controller askes the new load balancer for the upcoming allocation. The hash map 

is sorted according to response time, in descending order. 

Step 5. Allocate the vm if the HashMap list size is larger than the vm state list size. If not, wait for the vm 

to free up. 

Step 6. The datacenter controller notices the load balancer of the vm deallocation when the vm has finished 

processing the request and has received the cloudlet response. When the virtual machine completes the 

request (Step 7). 

Step 7. The data centre controller sends a notification to updated throttled that the vm id has finished the 

request. The hash map table is modified in accordance with updated throttled. 

The algorithm comprises several steps, as outlined. First, the algorithm confirms that every virtual 

machine's allocation status is available in the virtual machine state list. Next, it maintains a hash map 

table of virtual machines, starting with zero entries. When a new request is received by the data center 

controller, the algorithm asks the new load balancer for the upcoming allocation. The hash map is then 

sorted according to response time, in descending order. 

When the hash map list size is larger than the virtual machine state list size, the algorithm allocates the 

virtual machine. If not, it waits for the virtual machine to become available. Once the virtual machine has 

finished processing the request and has received the cloudlet response, the data center controller notifies 
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the load balancer of the virtual machine deallocation. Finally, the hash map table is modified in 

accordance with the updated throttled algorithm. 

The algorithm aims to achieve efficient resource usage by balancing the load across available virtual 

machines. By prioritizing response time and available memory, the algorithm ensures that data center 

requests are processed as quickly and efficiently as possible. However, it is important to note that the 

effectiveness of the algorithm may depend on specific system characteristics and workload patterns, and 

further research could be conducted to optimize the algorithm for specific use cases. 

4 | Conclusion 

By dividing the public cloud into a few sub-clouds, we define LB in this type of paper. This segmentation 

of the general cloud cover into a number of smaller clouds is carried out in a good geographic area. This 

work profitably developed the idea of cloud LB. It also offered a thorough analysis of the most widely 

used and current methods of cloud LB. The authors of this publication hope that the research they 

conducted will be useful to other researchers in the future. 
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