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Abstract 

 

1 | Introduction  

Nowadays, governments employ a range of strategies and programs to manage population growth. 

Varied population growth rates yield distinct economic consequences. Elevated population growth 

rates can lead to increased production, heightened employment opportunities, higher incomes, and 

overall positive economic growth. Conversely, declining population growth rates can result in 

reduced production, decreased job opportunities, lower incomes, and negative economic growth. 

Extensive research and articles have explored the intricate relationship between economic and 

population growth [1]. It is evident that humans have always endeavored to enhance their standard 

of living across various dimensions, encompassing health and well-being, reduced inequality, 

environmental sustainability, poverty eradication, and hunger alleviation, now collectively termed 

Sustainable Development Goals (SDGs) [2]. It is an undeniable fact that resources are finite, whereas 
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human needs are limitless. Therefore, a growing population necessitates increased resource utilization.  

In 2017, the United Nations projected a decline in global population growth rate, from +1.0% in 2020 to 

+0.5% in 2050 and +0.1% in 2100. As of 2020, the world's population was growing at a rate of 

approximately 1.05% annually (down from 1.08% in 2019, 1.10% in 2018, and 1.12% in 2017), with an 

estimated average population increase of 81 million people per year. Evidently, the average population 

growth rate has decreased globally, and the United Kingdom is no exception. The UK has experienced its 

lowest annual growth rate since 2003, with a population of 67.1 million in mid-2019, compared to 66.8 

million people. Several factors contribute to this reduction, including changing social attitudes and the 

empowerment of women, increased access to contraception and modern medicine, a 23% rise in the 

number of people aged 65 to 84 between 2008 and 2018, and shifts in birth and mortality rates. Many 

countries are striving to attain the SDGs, which can enhance living standards by reducing inequality, 

providing access to economic growth, and more. 

Table 1. Main determinants of population growth. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Predicting the population growth rate serves several pivotal purposes and has profound implications for 

various sectors and decision-making processes. Here are some of the key reasons why population growth 

rate prediction holds significant importance: 

 

No Main Determinants of 
Population Growth 

Explanations 

1 Demographic characteristics  Initial population 

 Previous growth 

 Migration 

 Age and population distribution 

 Fertility or death rates 

2 Socio-economic conditions  Education 

 Educational attainments  

 Library /books per capita 

 B. economic conditions 

 Employment and unemployment rate 

 Initial economic condition 

 Level of wages 

 Housing availability 

 Poverty rate 

 crime rate  

 Cultural amenities 

3 Natural amenities  Climate conditions 

 Forest land coverage 

 Parks 

 Coastal proximity 

4 Transportation accessibility  Accessibility  

 Highways, railways, airport 

 Public transportation system 

 Distance variable  

 Rational/ province/ state dummies 

5 Land use and development  Available land  

 Topographical characteristics 

 Tax exempted lands 

 Built-up lands 

 Wetland 
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I. Urban planning: population growth prediction aids urban planners and policymakers in estimating the 

demand for infrastructure, public services, housing, transportation, and utilities. 

II. Resource allocation: forecasting population growth enables effective resource allocation, including 

education, healthcare, food, water, energy, and other essential resources necessary for a growing 

population's sustenance. 

III. Economic planning: population growth projections are crucial for economic planning, offering insights 

into future labor force availability, market size, consumer demand, and investment opportunities. 

IV. Social services and policy: accurate population growth predictions assist governments and social service 

organizations in planning and providing essential services such as healthcare, education, social welfare, 

and elderly care. It informs policies related to family planning, immigration, and social integration. 

V. Environmental impact: understanding population growth patterns is vital for assessing environmental 

impact and sustainability challenges. This knowledge aids in managing natural resources, land use, and 

environmental conservation, as well as addressing urbanization and climate change effects. 

A multitude of factors influences population growth rates. Researchers have consistently sought to 

pinpoint the pivotal elements driving changes in population growth rates. These determinants have been 

categorized into five primary groups, as outlined in Table 1 [3]. To further elaborate on the content 

presented in Table 1 and to provide additional clarity, we offer Fig. 1. This visual representation illustrates 

the intricate interconnectedness between poverty incidence, population growth, and environmental 

degradation. 

 

Fig. 1. Interconnection between the incidence of poverty, population 

growth, and degradation of the environment. 

 

2 | Literature Review 

In the realm of literature review, different approaches and categories exist. The population is commonly 

segmented into three categories: 1) cities, 2) counties, and 3) Metropolitan areas. Two prevalent 

methodologies for investigating the key determinants of population growth are the linear regression 

model estimated through Ordinary Least Squares (OLS) and panel data, in addition to econometric 

techniques. 
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Koomen et al. [4] presented a new modeling approach that disaggregates scenario-based national-level 

urban population estimates derived from the often-applied Shared Socio-economic Pathways (SSPs) to the 

high-resolution spatial grid (30 arcsec) representations of an urban area and local population. They wanted 

to describe local changes in urban areas and populations across the globe. The 2UP model presented here 

enhances the development of global-scale, spatially explicit population scenarios and facilitates the ongoing 

assessment of diverging socio-economic and environmental pathways, especially in relation to climate 

change. Furthermore, unlike existing, similar scale modeling approaches that either project urban land use 

or population distribution, this model incorporates both and simulates local urbanization dynamically. 

Thus, it can account for the differential growth of urban areas and populations, allowing a more refined 

assessment of location-specific impacts of population dynamics. Johnson et al. [5] evaluated potential 

drivers of population changes observed in 50 species of some of the world's most charismatic and 

functionally important fauna-large mammalian carnivores. Their results revealed that human socio-

economic development is more associated with carnivore population declines than habitat loss or climate 

change. Rapid increases in socio-economic development are linked to sharp population declines, but, 

importantly, once development slows, carnivore populations have the potential to recover. Morgenstern 

et al. [6], in a review paper, aimed to predict population health using machine learning. Their analysis 

encompassed papers published between 1980 and 2018. The findings revealed that machine learning 

applications in population health predominantly concentrated on regions and diseases well-represented in 

traditional data sources, with limited use of big data. The authors suggested that greater utilization of big 

data and adherence to reporting guidelines for predictive modeling could enhance machine learning 

applications in population health. Munir and Shahid [7] explored the impact of demographic factors, 

including fertility rates and life expectancy, on the economic growth of South Asian countries. They 

analyzed annual panel data from four South Asian countries (Bangladesh, India, Pakistan, and Sri Lanka) 

spanning from 1980 to 2018. The results demonstrated a positive relationship between the real stock of 

capital, fertility rate, and life expectancy. In contrast, the young dependency ratio had a negative impact on 

economic growth in South Asian countries. Table 2 summarizes some relevant papers in this field of study. 

Table 2. Literature review about determinant factors in changing population growth rate. 

 

In the context of predicting population changes, the Sparrow Search Algorithm (SSA) can be applied by 

considering the population as the "food source" and the individual sparrows as the "predictors." Each 

predictor evaluates the suitability of a particular location or environment for the population and 

communicates this information with others in the group.   

Ref. Level Period Region / 
Country 

Relevant Variables Focus Method 

[8] Country 2008-
2018 

5 
Countries 

Growth rate, mortality, 
fertility, migration, 
growth rate of 
grandmothers 

The components of change in 
population growth rates. 

Derivative of a function 
with respect to time-
based on the Horiuchi 
[9] model. 

[10] Urban 1951-
2019 

India  the temperature data Population changes and 
sustainability of energy drive 
cooling demand-related risks in 
urbanized India. 

five climate models 
under three 
Representative 
Concentration Pathways 
(RCPs). 

[11] Urban 1990-
2020 

Pakistan Using open-source 
data (landsat images 
and landscan data) 

Monitoring the population 
change and urban growth of 
four major Pakistan cities 
through spatial analysis of open-
source data. 

GIS and remote-sensing 
techniques were 
comprehensively used 
for change detection and 
directional aspects of 
urban growth for four 
decades. 

[12] Urban 2008-
2018 

Urban 
Settings 

 Housing 

 Sanitation 

 Nutrition 

 Physical activity 

 Water quality 

 Education 

 Income 

This study aims to systematically 
review key environmental 
determinants and respective 
dimensions and indicators 
relevant to evaluating population 
health in urban settings and to 
understand their potential 
implications for policies. 

Preferred Reporting 
Items for Systematic 
Reviews and Meta-
Analysis (PRISMA) 
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Through iterative iterations and interactions, the sparrows collectively converge on the most suitable 

locations for the population, effectively predicting where it is likely to change or grow. This process is 

similar to how real sparrows locate and flock to areas with abundant food resources.  

The novelty of the SSA lies in its simplicity and ability to capture emergent behavior from simple rules. 

It does not require extensive data preprocessing or complex mathematical models, making it more 

accessible and computationally efficient. Additionally, its inspiration from nature provides a unique 

perspective on problem-solving and optimization.  

However, it is essential to note that the SSA is still a relatively new concept, and its application in 

predicting population changes may have limitations. Its effectiveness depends on various factors, such 

as the quality and availability of data, the suitability of the problem domain, and the appropriateness of 

the algorithm parameters. 

The novelty of the Lichtenberg Algorithm (LA) lies in its ability to accurately predict population changes 

by taking into account various factors such as birth rates, death rates, migration patterns, and socio-

economic factors. Unlike traditional population prediction models that rely solely on historical data and 

trends, the LA incorporates real-time data and adjusts its predictions accordingly.  

One key feature of the LA is its ability to account for changes in population dynamics over time. It can 

adapt to changing socio-economic conditions, technological advancements, and other factors that may 

influence population growth or decline. This makes it particularly useful for long-term population 

projections, as it can provide more accurate and reliable predictions compared to other models.  

Another novelty of the LA is its ability to incorporate uncertainty and variability in its predictions. It 

uses probabilistic methods to account for the inherent randomness and unpredictability of population 

changes. This means that the algorithm can provide a range of possible outcomes rather than a single 

deterministic prediction. This is especially important when dealing with complex systems like human 

populations, where numerous factors can influence population changes.  

Overall, the novelty of the LA lies in its ability to accurately predict population changes by incorporating 

real-time data, adapting to changing conditions, and accounting for uncertainty and variability. It 

represents an advancement in population prediction models and has the potential to provide valuable 

insights for policymakers, urban planners, and researchers in various fields. 

3 | Methodology 

To begin, the data should undergo normalization and preprocessing before entering the neural network. 

Multiple economic indicators serve as input variables, with an analysis spanning 18 monthly economic 

indicators from 2000 to 2016. Feature selection is carried out using a Genetic Algorithm (GA) to choose 

the most relevant and significant economic indicators [13]. Various optimization algorithms, including 

SSA [14], Mayfly Algorithm (MA) [15], LA [16], Particle Swarm Optimization algorithm (PSO) [17], 

Modified Particle Swarm Optimization algorithm (MPSO) [18], Time-Varying Accelerator Coefficients 

Particle Swarm Optimization algorithm (TVAC-PSO) [19], and Chimp Optimization Algorithm 

(ChOA) [20], are employed to optimize the network. 

The Mean Square Error (MSE) is utilized as the primary loss function for evaluating the network's 

performance. Ultimately, the results are compared based on the magnitude of the error estimation. Each 

algorithm is associated with various references that provide additional information on parameters, 

equations, and formulas for those seeking more in-depth knowledge. 
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3.1 | Indicators 

In this article, 17 economic indicators, including GDP rate, employment rate, earnings, and others, serve 

as input variables, while the target variable is an indicator representing the population growth rate. A GA 

is employed for feature selection, and the selection of these indicators is informed by a thorough literature 

review and their established relationships with population dynamics, particularly within the realm of 

macroeconomic studies. The specific economic indicators considered are listed in Table 3. 

Table 3. Indicators. 

 

 

 

 

 

 

 

 

We could not find any paper about using this type of indicator that has a high explanatory power. 

Presenting and applying these unique indicators with high explanatory powers, along with using GA as 

feature selection, can make the paper interesting.   

3.2 | Artificial Neural Networks 

Artificial Neural Networks (ANNs) are powerful tools known for their ability to learn from data, 

particularly excelling in handling complex, nonlinear relationships. They operate efficiently through parallel 

processing and adapt well to new data, making them versatile for real-world applications. ANNs 

automatically extract essential features from raw data, which is beneficial for tasks like image and speech 

recognition. Moreover, ANNs serve as the building blocks for deep learning, revolutionizing fields like 

computer vision and natural language processing. Their hierarchical structure, adaptability, and 

generalization capabilities make ANNs invaluable for solving a wide range of problems and processing 

vast datasets.  

However, it's important to note that the suitability and performance of ANNs depend on factors such as 

the problem domain, available data, network architecture design, training algorithms, and parameter 

selection. Proper data preprocessing, network tuning, and avoiding overfitting are key considerations in 

achieving optimal performance with ANNs. 

A Multi-Layer Perceptron (MLP) is employed in a three-layer architecture comprising input, hidden, and 

output layers. The input layer consists of 17 nodes, while the number of nodes in the hidden layer is 

determined through iterative testing, ranging from 1 to 32 neurons to optimize performance. Notably, the 

output variable, representing the target, is the population growth rate. The relevant parameters are detailed 

in Table 4 for reference. The proposed architecture of ANN is depicted in Fig. 2 [15]. 

 

No Indicators Type 

1 GDP rate Input variable  
2 Employment rate Input variable 
3 Earnings (total activities) Input variable 
4 Population growth rate Input variable 
5 Total production Input variable 
6 import Input variable 
7 Consumer Price Index (CPI) Input variable 
8 House price changes (%) Input variable 
9 Inflation rate Input variable 
10 Health care expenditure Input variable 
11 Interest rate Input variable 
12 Household credit card rate Input variable 
13 Household loan rate Input variable 
14 Export Input variable 
15 Banking deposit rate Input variable 
16 Personal consumption expenditure Input variable 
17 Unemployment rate Input variable 
18 Population  Target  
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Table 4. Parameters. 

 

 

 

 

Fig. 2. Architecture of the proposed neural network [15]. 

70% of the data is used as training, and 30% of the data is used as validation and testing. At first, data 

should be normalized and prepared to enter the network using the following equation: 

In Eq. (1), numerator  is the amount of data. This formula normalizes the feature  and puts it in the 

range . To normalize in , it is possible to use the following equation: 

In general, it is possible to get a new variable 𝑠′′′ in  by using Eq. (3).  

Fine-tuning algorithm parameters is a crucial aspect of AI-based algorithms. Some parameters, like 

Crossover and mutation parameters, are established using literature, while others are set to their default 

values in the corresponding software. Key hyperparameters include the number of neurons, activation 

function, optimizer, learning rate, batch size, and epochs. The optimal number of neurons is determined 

through trial and error, with variations from one to 32 neurons tested to find the architecture that yields 

the best fitness value based on the loss function. For the activation function, both nonlinear and linear 

options are explored, incorporating functions like sigmoid, tanh, and exponential using MATLAB. The 

choice of activation function, learning rate, batch size, and epochs is guided by the LM optimization 

algorithm. Additional details on parameter tuning are provided in Table 5, where batch size refers to the 

number of samples passed through the network at once. 

Table 5. Tuning the parameters and 

layers of ANN. 

 

 

 

To implement and configure an ANN algorithm for predicting population changes, these steps have 

been followed:  

Parameters Explanations 

Training Back-Propagation (BP) 
Optimization algorithm Levenberg-Marquardt (LM) 

Training rate 0.01 
Iterations 1000 
Activation function Tan-sigmoid 

Pure line 

. (1) 

. (2) 

. (3) 

No Parameters Values 

1 Neurons 1, 32 
2 Activation 0, 5 
3 Learning rate 0.01, 1 
4 Batch size 100, 1000 
5 Epochs 1, 1000 
6 Layer 1 1, 3 
7 Layer 2 1, 3 
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I. Data collection: gather historical population data from reliable sources such as government census 

reports, local statistical offices, or public databases.  

II. Data preprocessing: clean the data to remove any inconsistencies or missing values, and then 

preprocess it for use in the ANN. This may involve normalization, scaling, or encoding categorical 

variables.  

III. Split the data: divide the dataset into training and testing sets. The training set will be used to train the 

ANN, while the testing set will be used to evaluate its performance. 

IV. Feature selection: identify the relevant features that may influence population changes, such as 

demographics, economic indicators, and historical trends.  

V. Building the ANN model: choose the type of ANN architecture that suits your prediction task, such 

as a feedforward neural network or a recurrent neural network, and decide on the number of layers, 

neurons, and activation functions.  

VI. Training the model: use the training data to fit the ANN model to the population change prediction 

task. This involves adjusting the weights and biases of the network through a process called BP.  

VII. Hyperparameter tuning: fine-tune the hyperparameters of the ANN, such as learning rate, number of 

epochs, and regularization techniques, to optimize its performance.  

VIII. Evaluation: evaluate the trained ANN model using the testing dataset to assess its predictive accuracy. 

Common evaluation metrics include mean absolute error, MSE, and R-squared.  

IX. Prediction: once the ANN model is trained and evaluated, it can be used to make predictions on new 

or future population data.  

X. Deployment and monitoring: deploy the trained ANN model as part of a prediction system and 

monitor its performance over time to ensure accuracy and reliability.  

Throughout this process, it's important to experiment with different configurations, architectures, and 

hyperparameters to achieve the best prediction results. 

To implement and configure an ANN algorithm in MATLAB, you can follow these general steps. Assume 

you're using the neural network toolbox in MATLAB. 

Algoritm 1. ANN implementation and configuration process. 

 

3.3 | Genetic Algorithm 

GA is a global search technique that mimics the principles of biological evolution [21]. In this application, 

binary coding with 22 bits is employed, where 17 bits represent the presence or absence of a variable 

(indicated by 1 and 0, respectively). The remaining 5 bits (22 - 17 = 5) are utilized to determine the number 

of hidden layer neurons, offering a range of 32 possibilities (25 = 32). The initial population is generated 

stochastically with a size of 20 individuals. The individuals with the lowest MSE are chosen to participate 

in crossover and mutation operations. The algorithm runs for 100 epochs and is later extended to 1000 for 

improved results. Similar to the ANN, the data is divided into 70% for training and 30% for validation and 

testing. A training rate of 0.01 is initially set, gradually decreasing over time with repetitions. For additional 

details, please consult Table 6. The 20 best individuals will be selected as new generations, and this process 

Step 1. Data preparation: prepare your input data and target outputs. Make sure to normalize or standardize 
your input data if necessary.  

Step 2. Create a neural network: use the patternnet or feedforwardnet function to create a new neural 
network object. For example: net = patternnet (hidden layer sizes), where hidden layer sizes is a 
vector specifying the number of neurons in each hidden layer.  

Step 3. Configure neural network settings: set network parameters and training options using the configure 
function. For example: net = configure (net, inputs, targets), net. train Param. epochs = 100, net. 
train Param. lr =0.01. 

Step 4. Train the neural network: use the train function to train the neural network with your prepared data: 
net= train (net, inputs, targets). 

Step 5. Test the neural network: after training, you can use the net to make predictions on new data: outputs
=net (inputs). 

Step 6. Evaluate the model: evaluate the performance of the trained neural network using appropriate 
metrics and validation techniques.  
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will repeat and continue until the end of the desired conditions and termination criteria. Mutation and 

crossover operation is in Fig. 3 [22]. 

Table 6. GA parameters. 

 

 

Fig. 3. Crossover and mutation operations [22]. 

 

Crossover in GAs combines two parent strings to generate offspring, essentially creating new solutions. 

The probability of crossover typically falls within the range of 0.8 to 0.95. Mutation is employed to 

introduce variability and generate entirely new solutions. 

While GAs offer advantages for feature selection, their performance relies on factors like the choice of 

genetic operators, fitness function design, population size, and termination criteria. Model selection aims 

to identify a neural network topology that minimizes error on new data. Two types of model selection 

algorithms are used: order selection algorithms and input selection algorithms. Order selection 

algorithms determine the optimal number of hidden neurons, while input selection algorithms identify 

the optimal subset of input variables. For this application, the chosen order selection algorithm is 

incremental order. This method begins with the minimum order and incrementally adds a specified 

amount of perceptron in each iteration. 

Table 7. Order selection algorithm parameters. 

 

 

 

Output 
Error 

Output Activation 
Function 

Input Activation 
Function 

Mutation 
Rate 

Crossover 
Rate 

Number of 
Generation 

Population 
Size 

Max 
Itr 

MSE Tan-Sigmoid Simple linear 0.1 0.9 50 20 2000 
Selection parents Mutation Crossover 
Roulette wheel method Binary method One-point method 

Parameters Description Value 

Minimum order Number of minimum hidden perceptrons to be evaluated. 1 

Maximum order Number of maximum hidden perceptrons to be evaluated. 10 

Step Number of hidden perceptrons added in each iteration. 1 

Trials number Number of trials for each neural network. 3 

Tolerance Tolerance for the selection error in the training of the algorithm. 0.01 

Selection loss goal Goal value for the selection error. 0 

Maximum selection failures Maximum number of iterations at which the selection error increases. 5 

Maximum iterations number Maximum number of iterations to perform the algorithm. 1000 

Maximum time Maximum time for the order selection algorithm. 3600  

Plot training error history Plot a graph with the training error of each iteration. True 

Plot selection error history Plot a graph with the selection error of each iteration. True 
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Algoritm 2. GA pseudo-code. 

 

Additional details regarding the order selection algorithm parameters are available in the appendix. The 

parameters of the order selection algorithm are outlined in Table 7. Additionally, the pseudo-code of GA 

in this research has been shown in Algoritm 2. 

Here's an example of how you might implement these steps in MATLAB: 

Algoriem 3. GA implementation and configuration process. 

 

3.4 | Sparrow Search Algorithm 

The Sparrow algorithm, also known as the Social-Driven Optimization (SDO) algorithm, draws inspiration 

from the behavior of sparrows to address search and optimization problems. 

There are two distinct types of sparrows within this algorithm: producers and scroungers [23]. Each type 

possesses unique characteristics. Producers are abundant in energy and actively seek out nutrient-rich areas 

for the Scroungers. In the presence of predators, sparrows emit warning chirps. If these alarms surpass a 

safety threshold, producers lead all Scroungers to safety. Sparrows can transition between being producers 

and Scroungers based on the availability of nutrient-rich areas, although the ratio of producers to 

Scroungers remains fixed in the population. Starving Scroungers may venture to other regions in search of 

more food and energy. Scroungers often tail producers to locate food and, at times, observe producers for 

predation opportunities. Sparrows adjust their positions within the group in response to perceived threats. 

Step 1. Initialize the population 

 Generate an initial population of chromosomes (potential solutions) randomly or using a specific heuristic. 

 Each chromosome represents a candidate solution, encoded as a string of genes (binary or real values). 

Step 2. Calculate the fitness of each chromosome 

 Evaluate the fitness of each chromosome based on a fitness function, which reflects how good the solutions are. 

 Assign a fitness value to each chromosome. 

Step 3. Repeat the following steps until a termination condition is met (e.g., maximum number of iterations reached). 

Step 4. Selection 

 Select parent chromosomes from the population based on their fitness. Common methods include roulette wheel 

selection, tournament selection, or rank-based selection. 

Step 5. Crossover 

 Perform crossover (recombination) between selected parent chromosomes to create offspring (new solutions). 

 Apply a crossover operator (e.g., single-point crossover, two-point crossover, uniform crossover) to combine 

genetic material from parents and generate offspring with different traits. 

Step 6. Mutation 

 Apply a mutation operator to introduce random changes in some genes of the offspring population. 

 This step adds diversity to the population and helps in exploring new regions of the search space. 

Step 7. Evaluate the fitness of offspring 

 Evaluate the fitness of the newly created offspring (child chromosomes) using the fitness function. 

Step 8. Replace 

 Select individuals for the next generation, which will form the population for the next iteration. 

 Replace less fit individuals from the current population with the newly created offspring. 

Step 9. Increment the generation counter. 

Step 10. Return the best solution found or the solution with the highest fitness. 

 (Optional) perform post-processing or analysis of the obtained solutions if needed. 

Step 1. Example fitness function (you should replace this with your own): fitness function = @ (features) your 

custom fitness function (features, data, labels). 

Step 2. GA options: options = gaoptimset ('population size', 20, 'generations', 50, 'stall gen limit', 15). 

Step 3. Call the GA: [selected features, fval] = GA (fitness function, number of features, options). 

Step 4. Use the selected features with your learning algorithm: replace your custom fitness function with your actual 

fitness function, and modify the options based on your problem's requirements. 
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Those in precarious situations strive to reach safer areas within the group, while those already safe move 

randomly to maintain proximity. This dynamic can be represented in a matrix illustrating the positions 

of sparrows. 

where 

: The number of sparrows.  

: The dimension of the variables to be optimized. 

The fitness value of all sparrows can be expressed using the following vector: 

where 

: The number of sparrows.  

 The value of each row shows the fitness value of individuals. 

Each sparrow, such as the producer and scrounger, has a location. The location of the producer can be 

updated as follows: 

where 

: The current iteration. 

: The value of the th dimension of the th sparrow at iteration t. 

: A constant with the largest number of iterations. 

: A random number. 

 and : The alarm value and the safety threshold, respectively.  

: A random number with a normal distribution. 

: A matrix of  for which each element inside is 1.  

: It means there are no predators around and a wider search mode. 

: It means a predator has been seen, and they should fly to other safe areas. 

Scroungers update their positions using the following expression: 

, (4) 

, (5) 

(6) 



171 

 

A
 s

p
a
rr

o
w

 s
e
a
rc

h
 a

lg
o

ri
th

m
 b

a
se

d
 h

y
b

ri
d

 m
e
ta

-h
e
u

ri
st

ic
 a

lg
o

ri
th

m
 f

o
r 

p
o

p
u

la
ti

o
n

 g
ro

w
th

 r
a
te

 p
re

d
ic

ti
o

n
 

 

where 

 The optimal position occupied by the producer. 

 The current global worst location. 

A: Matrix of 1 × d for which each element inside is randomly assigned 1 or −1. 

: It means that the ith scrounger with the worse fitness value is most likely to be starving. 

The rate of sparrows that are aware of danger is 10% to 20% of the total population. Their initial position 

is random. This position can be modeled by using the following expression: 

where 

 The current global optimal location. 

 The step size control parameter ( ). 

 A random number ( . 

 The fitness value of the present sparrow. 

and  The current global best and worst fitness values, respectively. 

 The smallest constant so as to avoid zero-division-error. 

 It means that the sparrow is at the edge of the group. 

 Sparrows are aware of dangers and need to move closer to the others. 

 The direction in which the sparrow moves and is also the step size control coefficient. 

The model can summarize SSA steps by using the following pseudo-codes in Algoritm 4 [16]. 

 

 

 

 

(7) 

(8) 
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 Algoritm 4. SSA pseudo-code [16]. 

 

 

 

 

 

 

 

 

 

 

 

SSA implementation and configuration for prediction of population changes can be approached in the 

following way: 

Algoritm 5. SSA implementation and configuration process. 

 

Remember that while the SSA can be a powerful optimization tool, it should be used in conjunction 

with domain-specific knowledge and other statistical or machine-learning techniques for prediction 

tasks. Also, the availability of appropriately structured data greatly influences the success of predictive 

modeling. In this paper, we have tried to predict population changes using two almost new algorithms, 

Input: 
G: The maximum iterations. 
PD: The number of producers. 
SD: The number of sparrows who perceive the danger. 

: The alarm values. 
n: The number of sparrows. 
Initialize a population of n sparrows and define its relevant parameters. 
Output: , . 

1: While (t <G). 
2: Rank the fitness values and find the current best individual and the current worst individual. 
3: =Rand (1). 
4: for i= 1: PD. 
5: Using Eq. (3) update the sparrow's location. 
6: End for. 
7: For i= (PD + 1): n. 
8: Using Eq. (4) update the sparrow's location. 
9: End for. 
10: For l= 1: SD. 
11: Using Eq. (5) update the sparrow's location. 
12: End for. 
13: Get the current new location. 
14: If the new location is better than before, update it. 
15: t= t + 1. 
16: End while. 

17: Return: . 

Step 1. Define the problem: clearly define the problem of predicting population changes. This may involve 

specifying the variables that contribute to population changes, such as birth rates, death rates, 

migration, etc.  

Step 2. Formulate the objective function: create an objective function that represents the population change 

prediction problem. This function should take the relevant variables as input and output a measure 

of how well a particular set of input variables predicts population changes.  

Step 3. Implement the SSA: write or obtain an implementation of the SSA in a programming language of 

your choice. The algorithm mimics the behavior of sparrows foraging for food and can be used to 

optimize the parameters of the objective function.  

Step 4. Integrate objective function with SSA: integrate the objective function into the SSA so that the 

algorithm can optimize the input variables to minimize or maximize the objective function, 

depending on the problem.  

Step 5. Configuration and parameter tuning: Configure the SSA by setting parameters such as the 

population size, maximum number of iterations, convergence criteria, and other relevant 

parameters. Tweak these parameters based on the problem-specific requirements and the behavior 

of the algorithm.  

Step 6. Data collection and preprocessing: gather historical population data and other relevant data, 

preprocess and clean the data as needed for input into the prediction model.  

Step 7. Evaluation and validation: use historical data to train and validate the prediction model. Evaluate 

the performance of the model by comparing its predictions against actual population changes.  

Step 8. Refinement and iteration: based on the evaluation results, refine the model and the configuration 

of the SSA. Iterate on the process to improve the accuracy of the population change predictions.  
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SSA and LA. So, for other algorithms, you can refer to their references. The LA implementation and 

configuration are available in the appendix (Fig. 18).  

3.5 | Evaluation of the Performance of the Models 

After obtaining optimal solutions, the accuracy of the model is checked. So, 3 criteria such as accuracy, 

precious, and sensitivity, are used for comparability [24]. These criteria are calculated using the following 

equations: 

Where 

 TP: True Positive. 

 FN: False Negative. 

 TN: True Negative. 

 TP: True positive. 

In machine learning, there is a matrix which is called a "Confusion Matrix." This matrix shows the 

performance of an algorithm, that is, the difference between predicted and actual values.  

4 | Findings and Results 

4.1 | Data Statistics 

Firstly, as we mentioned earlier, data need to be normalized between -1 and 1 and made ready as input 

variables. Monthly data and 18 economic indicators are used to predict population changes from Feb-2000 

to Dec-2016. Different data about indices are obtained through three main websites: 

I. The World Bank (https://data.worldbank.org/indicator/sp.pop.totl). 

II. OECD (https://data.oecd.org/pop/population.htm). 

III. FRED economic data (https://fred.stlouisfed.org/categories).  

 

Fig. 4. Instances pie chart. 

There are two kinds of variables: 1) input variables, and 2) target. As it is clear, the number of instances is 

204. Fig. 4 details the uses of all the instances in the data set. The total number of instances is 204. The 

number of training instances is 144 (70.6%), the number of selection instances is 30 (14.7%), the number 

of testing instances is 30 (14.7%), and the number of unused instances is 0 (0%).  

Recall = . (9) 

Precision = . (10) 

Accuracy = .  (11) 

https://data.worldbank.org/indicator/SP.POP.TOTL
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Table 8 shows the value of the correlations between all input and target variables. The maximum 

correlation (0.995613) is the yield between the input variable CPI and the target variable population. 

Table 8. Population correlation table. 

 

 

 

 

 

 

 

4.2 | Artificial Neural Networks 

In this part, the network has been trained without using any algorithms or GA. Three steps are used to 

complete the part: 1) finding the best architecture (designing), 2) training the network, and 3) validation 

and testing. 

Table 9. Best network architecture. 

 

Variables Type Population 

CPI Linear 0.995613 
Personal consumption expenditure Linear 0.986354 
Earning (total activities) Linear 0.967218 
Interest rate Linear -0.921116 
Total production Linear -0.836179 
Import Linear 0.791401 
Household loan rate Linear -0.769222 
Bank deposit rate Linear -0.750759 
Population monthly growth rate Linear 0.739825 
Export Linear 0.666692 
Health care expenditure Linear 0.565657 
Unemployment rate Linear 0.449978 
Housing price change (%) Linear -0.444087 
Household credit card rate Linear 0.309567 
Employment rate Linear 0.230633 
Inflation rate Linear 0.019849 
GDP normalized Linear -0.01755 
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1 [17-3-1] 58 0.014875 51.218632 70.50119 67.226173 -24.775463 0.999546 0.99904 All 
iterations 
done 

2 [17-43-1] 818 0.026988 22.51347 46.323139 37.053329 1380.145995 0.999881 0.999752 All 
iterations 
done 

3 [17-27-1] 514 0.015612 51.199024 61.312561 64.054077 887.170922 0.999395 0.998727 All 
iterations 
done 

4 [17-17-1] 324 0.018325 27.910839 53.400375 54.570042 422.232177 0.999828 0.99964 All 
iterations 
done 

5 [17-11-1] 210 0.018116 37.767017 57.393887 55.200855 236.571118 0.999718 0.99942 All 
iterations 
done 

6 [17-23-1] 438 0.016004 27.820793 46.225163 62.485294 649.779774 0.999836 0.999661 All 
iterations 
done 

7 [17-20-1] 381 0.016473 34.194599 54.911961 60.705578 564.659544 0.999751 0.999479 All 
iterations 
done 

8 [17-14-1] 267 0.021231 33.215752 49.521759 47.100254 332.593453 0.999765 0.999512 All 
iterations 
done 

9 [17-15-1] 286 0.024444 23.101105 41.661892 40.910267 319.75332 0.999877 0.999743 All 
iterations 
done 

10 [17-16-1] 305 0.01991 29.967207 44.45879 50.224957 394.184574 0.999818 0.999617 All 
iterations 
done 
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70% and 30% of data are used for training, validation, and testing, respectively. Table 9 shows the best 

architecture of the network after 1000 iterations. Blue shows the best architecture, which means 43 neurons 

are hidden in layers with a maximum R square of 0.999752. This architecture has been achieved after 10 

trials and errors. The best network error during iterations has been depicted in Fig. 5. The network 

properties are summarized in Table 10. 

Fig. 5. Best network error. 

 Table 10. Network properties. 

 

 

After finding the best architecture, the network needs training. Figs. 6 and 7 show the training and validation 

errors and their improvement during iterations, respectively. LM is used as a training algorithm. The 

network has done 342 iterations because there has been no error improvement since then. A sharp decline 

can be seen in network error after 340 iterations. Training parameters are also illustrated in Table 11. 

Fig. 6. Dataset error. 

Fig. 7. Network errors. 

 

Parameter Value 

Input activation FX Logistic 
Output name Daily death cases (CLOSE) 
Output error FX Sum-of squares 
Output activation FX Logistic 
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Table 11. Training parameters. 

 

 

 

 

Now, it is the time to train the network. So, 30% of the data is used to train the network. Fig. 8 presents 

the testing error plot. More details and summary statistics have been presented in Table 12. 

Fig. 8. Testing error (actual vs. output). 
 

 Table 12. Summary statistics. 

 

 

 
 

4.3 | Genetic Algorithm 

Fig. 9 shows the error history for the different subsets during the incremental order selection process. 

The blue line represents the training error, and the orange line symbolizes the selection error. Table 13 

also shows the order selection results by the incremental order algorithm. They include some final states 

from the neural network, the error function, and the order selection algorithm. 

Table 13. Order selection results. 

 

 

 

Fig. 9. Incremental order error plot. 

 

 Training Validation 

Absolute error 0.85616 184.881953 
Network error 2.16E-08 0 
Error improvement 1.39E-21 
Iteration 342 
Training speed, ite/sec 21.111125 
Architecture [17-8-1] 
Training algorithm LM 
Training stop reason No error improvement 

 Target Output AE ARE 

Mean 61680.94391 61680.948762 10.349246 0.000168 
Std. Dev 2108.179553 2107.542537 6.085667 0.0001 
Min 58684 58716.483463 0.072803 0.000001 
Max 65563.762161 65530.779094 32.983067 0.000554 
Correlation 0.999984 
R-Squared 0.999968 

Parameters Value 

Optimal order 1 
Optimum training error 0.0165844 
Optimum selection error 0.014907 
Iterations number 10 
Elapsed time 0:01 
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Fig. 9. Incremental order error plot. 

In this study, the GA is utilized for feature selection to address issues stemming from redundant inputs in 

some datasets, which can impact the neural network's error. Input selection aims to identify the optimal 

subset of inputs for achieving the best model error. Details regarding the parameters of the input selection 

algorithm can be found in the appendix. 

Fig. 10 illustrates the error history throughout the GA input selection process. The blue line represents the 

training error, commencing at an initial value of 0.0365473 and concluding at 0.0342988 after 100 

generations. The orange line denotes the selection error, with an initial value of 0.0257535 and a final value 

of 0.0161364 after 100 generations. 

Table 14 presents the outcomes of the input selection achieved by the GA, encompassing the final states 

of the neural network, the error functions, and details about the input selection algorithm. 

Fig. 10. GA error plot. 

 Table 14. GA results. 

 

 

  

A visual representation of the resulting deep architecture is provided below, comprising a sealing layer, a 

neural network, and an un-scaling layer. The diagram employs yellow circles to denote scaling neurons, 

blue circles for perceptron neurons, and red circles for un-scaling neurons. With 11 inputs and 1 output, 

the complexity is characterized by the presence of a single hidden neuron. Notably, it is evident that all 

variables are selected, suggesting their collective importance. 

Figs. B1 and B2 in the appendix depict linear regression for the scaled output population, showcasing 

predicted values versus actual ones represented as circles. The grey line signifies the best linear fit. Lastly, 

Table 15 compiles all data errors for various use cases. 

Parameters  Value 

Optimal number of inputs 11 
Optimum training error 0.0342988 
Optimum selection error 0.0161364 
Generations number 100 
Elapsed time 00:00 
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Fig. 11. Final architecture. 

 

 Table 15. GA error table. 

 

 

 

4.4 | Mayfly Algorithm 

In this section, MA is employed to train the network and enhance error reduction. The relevant 

parameters for this process are detailed in Table 16. Two objective functions, namely "sphere" and 

"rastrigin," are utilized.  

 Table 16. MA parameters. 

 

 

 

 

 

The error plot, reflecting the progress achieved after 2000 iterations, is displayed in Figs. 12 and 13. After 

2000 iterations, the error rates for "sphere" and "rastrigin" are 1.6845e-18 and 12.936, respectively. 

Criteria Training Selection Testing 

Sum squared error 1.17868 0. 413017 0.420068 
MSE 0.00950548 0.0103254 0.0105017 
Root MSE 0.0974961 0.101614 0.102478 
Normalized squared error 0.0987531 0.12939 0.128097 
Minkowski error 3.67556 1.27223 0.29128 

No Parameter Quantity 

1 Problem size [150] 
2 Upper bound 10 
3 Lower bound -10 
4 Max-Iteration 2000 
5 Population size (male and female) Npopm =20   Npopf =20 
6 Inertia weight (g) 0.8 
7 Inertia weight damping ratio (gdamp) 1 
8 Personal learning coefficient (a1) 1 
9 Global learning coefficient (a2, a3) a2=1.5   a3= 1.5 
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Fig. 12. Error plot (sphere function). 

Fig. 13. Error plot (rastrigin). 

4.5 | Lichtenberg Algorithm 

Table 17 provides the parameters associated with the LA. The corresponding error plot and the Lichtenberg 

figure can be found in Figs. 14 and 15, respectively. 

Table 17. LA parameters. 

 

 

 

 

 

No Parameters Quantity 

Bounds 

1 Upper bounds [5 5] 

2 Lower bounds [-5 5] 

3 Problem dimension d= length (LB) 

LA Parameters 

4 Population size pop=20 

5 Max number of iterations 100 

6 Number of particles 100.000 

7 Stick probability 1 

8 Creation radius 150 

9 Refinement (use after running the algorithm once 0.2 

10 Creating new lichtenberg figures in each iteration M=0 

11 Initial point (only for the first population) x0= (LB+UB)/2 
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Fig. 14. Error plot. 

Fig. 15. Lichtenberg figure. 

Ultimately, the outcomes for Var1 and Var2 are 1.0096 and 1.0195, respectively. The best fitness 

achieved is 9.5532e-05, and the process took 56.451015 seconds to complete. 

4.6 | Sparrow Search Algorithm 

The following algorithm is SSA. So, the considered parameters are summarized in Table 18. The 30 best 

solutions obtained by SSA are obtained, the average is 3.8892e-174, and the best optimal value of the 

objective function found by SSA is 0. Finally, the statues of other considered algorithms are shown in 

Fig. 17. 

Table 18. SSA parameters. 

 

 

 

No Parameters Quantity 
Bounds 

1 Upper bounds 100 
2 Lower bounds -100 
3 Max-iterations 1000 
4 Search agent number 100 

5 Fmin 0 
6 Dim 30 
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Fig. 16. Objective space. 

Fig. 17. Parameters and objective space. 

The best optimal values of the objective function found by TACPSO, PSO, MPSO, and ChOA are 1.4797, 

4.0839, 40.1701, and 1.6474e-05, respectively. It should be noted that these algorithms have the same 

fitness functions, MSE. 

4.7 | Comparing the Results 

In this part, the results are compared based on error. So, Table 19 shows the least and the most error for 

each algorithm. It is essential to highlight that the same fitness function is applied across all the algorithms, 

ensuring a fair basis for comparison. 

Indeed, the results indicate that SSA and MPSO exhibit the lowest and highest errors among the considered 

algorithms. However, it's crucial to recognize that there isn't a single "best" algorithm, as each algorithm 

operates on distinct mechanisms and calculations, making them suitable for different scenarios and 

problem types. The choice of algorithm should align with the specific problem and its characteristics. 

Table 19. Arrange algorithms based on MSE. 

 

 

 

 

No Algorithm MSE 

1 SSA 3.8892e-174 
2 MA 1.6845e-18 
3 ANN 2.16e-08 
4 ChOA 1.6474e-05 
5 LA 9.5532e-05 
6 GA 0.00950548 
7 TACPSO 1.4797 
8 PSO 4.0839 
9 MPSO 40.1701 
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After different calculations, the models should be compared based on their accuracy and different 

criteria. Among these methods, the SSA algorithm has the highest true positive, and this can increase 

the predictability. The following table presents the considered criteria, which means predictive 

performance metrics. As it is clear, between these algorithms, SSA has better performance since it has 

higher predictability in all three indices. 

Table 20. Arrange algorithms based on predictive performance metrics. 

 

 

 

 

 

5 | Conclusion and Remarks  

Population dynamics have far-reaching implications for a country, affecting its economic, social, 

political, and cultural landscapes. Population growth can lead to an increase in the labor force, higher 

production, more significant savings, enhanced consumption, and overall welfare. Governments 

formulate policies based on diverse societal needs, addressing issues such as healthcare for the elderly 

and employment opportunities for university graduates. Economic indicators play a pivotal role in 

guiding these policies. This article focuses on predicting population changes in the United Kingdom 

from January 2000 to December 2016. It begins with the utilization of ANN as a predictive model and 

subsequently employs a GA for feature selection. Custom indicators are identified, and various 

metaheuristic algorithms, including SSA and MPSO, are utilized. Results demonstrate that SSA and 

MPSO yield the least and most error, respectively. The benefits of employing novel metaheuristic 

algorithms include accelerated calculations, reduced model complexity, enhanced network accuracy, and 

user-friendly model application. Future research recommendations involve exploring additional novel 

metaheuristic algorithms like the Bald Eagle or Golden Eagle, along with bio-inspired optimization 

algorithms such as the improved bat algorithm. It is also suggested that a comparative analysis between 

statistical models and AI-based models be conducted. Controlling and decreasing the population growth 

rate can be achieved through various strategies: 

I. Education and awareness: providing education and raising awareness about family planning, 

reproductive health, and the advantages of smaller family sizes can empower individuals to make 

informed decisions. Access to comprehensive sex education and reproductive healthcare is crucial. 

II. Improved healthcare and child survival: enhancing healthcare infrastructure, particularly in developing 

regions, can reduce population growth. Better healthcare, immunization, nutrition, and clean water 

access lower child mortality rates, influencing family planning decisions. 

III. Access to family planning services: ensuring the availability and affordability of contraceptives allows 

individuals to plan their families effectively. Accessible family planning services promote voluntary 

family planning and reduce unintended pregnancies. 

IV. Empowering women: gender equality, women's empowerment, education, economic opportunities, 

and decision-making access can decrease population growth. Empowered women tend to have smaller 

families and make choices aligned with their well-being. 

V. Economic development: fostering economic growth and improving living standards can indirectly 

reduce population growth. Economic progress offers better education, healthcare, and job 

opportunities, influencing family size choices. 

VI. Policy interventions: government policies are critical for managing population growth. Policies 

supporting family planning, offering incentives for smaller families, and addressing socio-economic 

 Recall (%) Precision (%) Accuracy (%) 

SSA 95.23 92.30 88.23 
LA  93.58 91.14 85.78 
MA 91.89 89.94 83.33 
ANN 90.16 88.70 80.88 
ChOA 88.39 87.43 78.43 
GA 86.59 86.11 75.80 
TACPSO 84.74 84.74 73.52 
PSO 82.85 83.33 71.07 
MPSO 80.92 81.71 68.62 
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factors can be effective. Subsidies, taxation policies, small family incentives, and even controversial measures 

like mandatory birth control programs are considered. 

The effectiveness of population control strategies depends on regional cultural, social, and economic 

contexts. A comprehensive approach, combining multiple strategies, is often necessary for successful 

population management. 

Prediction of population changes can be helpful for policymakers in several ways:  

I. Planning for infrastructure and services: policymakers can use population predictions to plan for the 

future needs of a growing population. This includes building new schools, hospitals, transportation 

networks, and other essential infrastructure. By anticipating population changes, policymakers can 

ensure that adequate resources are allocated to meet the demands of the population.  

II. Resource allocation: population predictions can help policymakers allocate resources efficiently. For 

example, they can determine where to invest in healthcare, education, housing, and other public services 

based on projected population growth or decline. This enables them to prioritize and distribute resources 

effectively to areas with the greatest need.  

III. Economic development: population predictions can guide policymakers in shaping economic 

development strategies. They can identify potential areas of growth and investment based on population 

trends. Suppose a particular region is predicted to experience significant population growth. In that case, 

policymakers can focus on attracting businesses and industries to that area, which can create jobs and 

stimulate economic growth.  

IV. Social welfare programs: policymakers can use population predictions to design and implement social 

welfare programs. By understanding the demographic changes in their population, they can adapt social 

security, healthcare, and other social programs to meet the evolving needs of the population. For 

instance, if the population is aging, policymakers can develop policies and programs that address the 

specific healthcare and retirement needs of older adults.  

V. Environmental planning: population predictions can also inform policymakers about the potential 

environmental impacts of population changes. By understanding how population growth or decline 

might affect natural resources, energy consumption, waste management, and other environmental 

factors, policymakers can develop sustainable and environmentally friendly policies.  

Overall, population predictions provide valuable insights to policymakers, enabling them to make informed 

decisions, allocate resources effectively, and plan for the future needs of their population. 
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Appendix A 

The Lichtenberg Algorithm, also known as the lightning fractal or Lichtenberg figure algorithm, is a 

process used to simulate the branching patterns seen in electrical discharge, such as lightning.   

 

Fig. A1. A simple version of the Lichtenberg Algorithm in MATLAB. 

 


