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Abstract 

 

1 | Introduction  

The current Cloud Computing services are based on the "data center" approach, where hundreds of 

thousands of dedicated servers are set up to give the services [1]. Setting up the data center for the 

cloud is expensive, and running the infrastructure needs expertise and a lot of resources, such as high 

power for cooling, redundant power for assured availability, etc. [2]. In addition to the vast number 

of servers used in data centers, billions of Personal Computers (PCs) are owned by individuals and 

organizations worldwide [3]. These PCs are mostly underutilized, usually used only a few hours per 

day. The authors suggest that we should treat the untapped CPU cycles and disk spaces of the great 

many underutilized PCs as precious assets, like monetary assets, to consolidate and reuse them for 

the good of society and individuals, just like how a credit union works [4]. 
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system serves as tangible evidence that the "no data center" concept is indeed feasible. Beyond conceptualization and 

philosophy, the authors' experimental findings strongly validate their approach. 

Keywords: Cloud computing, Personal computers. 

Licensee Big 

Data and Computing 

Visions. This article is an 

open access article 

distributed under the 

terms and conditions of 

the Creative Commons 

Attribution (CC BY) 

license 

(http://creativecommons.

org/licenses/by/4.0). 

mailto:dastam66@gmail.com
https://doi.org/10.22105/bdcv.2023.190168
http://www.journal-aprie.com/


85 

 

E
x

p
lo

ri
n

g
 t

h
e
 f

e
a
si

b
il

it
y
 o

f 
a
 d

a
ta

 c
e
n

te
r-

fr
e
e
 c

lo
u

d
 c

o
m

p
u

ti
n

g
 f

ra
m

e
w

o
rk

 u
ti

li
z
in

g
 u

n
d

e
ru

ti
li

z
e
d

 p
e
rs

o
n

a
l 

c
o

m
p

u
te

rs
  

The Credit Union Cloud Model (CUCM) is an alternative Cloud Computing provision model that provides 

cloud services (mainly IaaS) based on the "no data center" approach to provisioning Cloud Computing 

services for an institution, organization, or community [5]. With current public clouds, better-called vendor 

clouds provided by vendors based on dedicated data centers, the concern for security/safety and loss of 

control is the primary obstacle keeping traditional IT from moving to clouds [6]. The CUCM provides a 

feasible on-premise solution to Cloud Computing for institutions and organizations that highly care about 

cost and security. The key characteristic of CUCM is the "no data center" approach to provisioning Cloud 

Computing services for an institution, organization, or community [7]. Among many other benefits of CU 

clouds, affordability (almost no additional cost for acquiring and running an on-premise cloud 

infrastructure) is particularly appealing [8]. It can help an organization or business owner save up to 45% 

of the cost of a data center by eliminating the upfront purchase for the cloud servers, which would 

otherwise be necessary. In addition, the credit union cloud infrastructure does not need additional cooling 

systems, saving an additional 15% of the data center's cooling cost. 

1.2 | Credit Union Cloud Model 

The CUCM is a cloud provision model that aims to use idle/underutilized computers for cloud service 

provisioning [9]. It runs on existing infrastructures with excessive capacities, which are not specifically set 

up for supporting Cloud Computing. CU clouds run on existing infrastructures with excessive capacities, 

which are not specifically set up for supporting Cloud Computing [10]. The model allows PCs within an 

organization to join the "cloud credit union" and contribute their underutilized resources (CPU cycles or 

disk spaces) to the union's cloud resource pool to back up its cloud hardware [11]. 

 

Fig. 1. CUCM/cu cloud architecture. 

The architecture of Cisco Unified Communications Manager (CUCM) is a client/server architecture with 

member nodes as clients and dedicated management machine(s) as server(s) [12]. The server has different 

components, such as an Interface, Authentication and Authorization module, Resource Manager (RM), 

Resource Allocator (RA), Scheduler module, Virtual Machine Manager (VMM), security module, and 

monitoring and management module. The Interface is the first port of communication between CU Cloud 

and its users/clients [13]. The RM has the global picture of the cloud infrastructure's resources as a whole. 

The RA component selects a list of suitable member nodes for the deployment of Virtual Machines (VMs) 

according to the resource requirements of the cloud customer, the Service Level Agreement (SLA), and 

the availability as well as reliability profiles of the member nodes [14]. The Scheduler module accepts user 

requests and allocates or denies the requested resources in consultation with the VMM and the RA. The 

VMM component handles the deployment of VMs on member nodes [15]. The security module handles 

the security of the VMs. The monitoring and management module gives fine-grained resource information 

about the resources of the CU Cloud system. 
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The Membership Controller (MC) is a critical piece of software that resides on each member node that 

contributes resources to the CU Cloud system. The MC monitors the resource usage at a member node 

and decides the node's membership status [16]. Active status indicates enough resources to meet the 

need for a minimum VM, while inactive status indicates the unavailability of such resources. The MC 

collects and sends information to the server about the types and quantities of the available resources 

(CPU, RAM, Hard Disk) for contribution to the resource pool of CU Cloud periodically. The MC has 

three components: a sensor component, a reporter component, and a virtual environment monitor 

component. The sensor component monitors the resource usage of processes on a member node and 

gives that information to the reporter component. The Reporter component decides the node's 

membership status in the cloud infrastructure based on the sensed information. If the resource (RAM, 

CPU, Hard Disk) availability is above/below some threshold value, it will send a message to the RM on 

the server indicating that it is either an active or inactive member. The virtual environment monitor 

component manages the VMs deployed on the member node. 

2 | Implementation and Experimentation 

2.1 | Implementation 

CU Cloud is a cloud management system and platform for delivering IaaS Services. It is expected to 

fulfill all the characteristics of Cloud Computing, such as elasticity, metering service, multitenancy, etc. 

As the first step of the project, a preliminary version of CUCM (called cuCloud) has been implemented 

using Apache CloudStack, which is an open-source IaaS platform that manages and orchestrates various 

resources, including storage, network, and computers to build a public or private IaaS compute cloud. 

CloudStack has management server(s) that can manage tens of thousands of physical servers installed in 

geographically distributed data centers. The Management Server of CloudStack communicates with the 

compute nodes (physical servers) through the hypervisors (Xen, KVM, Hyper-V, etc) installed on the 

machines. Since CloudStack is an IaaS system that is developed to manage dedicated data centers with 

only dedicated hosts, the management server of CloudStack needs to be modified in such a way that it 

can handle the non-dedicated member nodes that physically back up the cuCloud system . A special 

component (called the AdHoc component) was developed and integrated into the CloudStack 

management server to form the cuCloud management server. On the other side, SIGAR (system 

information Gatherer and reporter) was used for the sensor component of member controllers that 

reside on member nodes. The number of CPU cores, RAM capacity, idle CPU percentage, free memory 

percentage, and available free hard disk space are sensed/gathered and passed to the reporter module 

of MC. Each instance of the MC running on a member node continuously senses the resource usage of 

the processes on the member host. 

If the resource utilization at the member node is below a certain threshold, the MC instance sends an 

"active" message to the AdHoc component on the cuCloud management server and an "inactive" 

message otherwise. The AdHoc component will update the resource base of CloudStack based on the 

message it accepts from the MCs. The other components of CloudStack remain unchanged in this 

preliminary version of cuCloud. Due to the full self-autonomy of member nodes, type I hypervisors like 

Xen or Hyper-V cannot be used. Instead, a virtualization solution that runs along with other applications 

on the member nodes is needed. Therefore, KVM (Kernel-based VM) was chosen. It introduces 

virtualization by augmenting the traditional kernel and user modes of Linux with a new process mode 

called guest with its own kernel and user modes and answers for code execution from guest operating 

systems. This characteristic of KVM allows VMs to run along with local applications on member nodes 

simultaneously. 

2.2 | Experimentation 

To test the feasibility of CUCM, two sets of experiments were conducted using one server and four 

client machines. As discussed in the implementation subsection, the modified CloudStack version 4.9.0 
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was used. The Management Server of CloudStack was installed on a machine with 8 GB of RAM, an Intel 

8 Core i7 2.4 GHz CPU, and a hard disk of 250GB. Each computing node had 8 GB of RAM, intel 4 cores 

i3 3.1 GHz CPU, and 250GB hard disk capacity. All the machines ran Ubuntu 14.04, were connected to a 

16Gbps switch, and supported intel hardware virtualization (VT-x). For the first set of experiments, a 

dedicated CloudStack infrastructure was set up using one management server and four compute nodes. 

The performance and usage of CPU and RAM were measured using well-known benchmarks, LINPACK 

and STREAM, respectively.  

The second set of experiments was done on a modified CloudStack, renamed cuCloud, as it implements 

our CUCM model. The cuCloud also assumed one management server node and four-member nodes with 

which the benchmarks were run to gather the same set of measurements for comparison. A member node 

would join cuCloud infrastructure if its CPU idle percentage were greater than or equal to 70%. Five 

scenarios were used to compare the performance of CloudStack assuming dedicated machines (or data 

center) vis–a-vis our cuCloud relying on contributing member compute nodes. The experiments with 

cuCloud were conducted while the local users were still using the machines. 

Scenario 1. On dedicated CloudStack infrastructure, one small VM instance (1 vCPU, 512MB RAM, 20GB 

HD) is deployed on one of the computing nodes. 

Scenario 2. On dedicated CloudStack infrastructure, one medium (2 vCPU, 1GB RAM, 20GB HD) and 

two small VM instances are deployed on one of the compute nodes, and on one of the instances, the 

performance measurement tasks are carried out while the other two instances are set busy with 40% and 

60% (CPU usage). 

Scenario 3. Same as Scenario 1, except it is on cuCloud non-dedicated infrastructure. 

Scenario 4. Same as Scenario 2 but on cuCloud. Here, we purposefully make the member node that hosts 

the benchmark tasks busy to cause live migration of the VM with the performance measurement tasks. 

Scenario 5. Same as Scenario 4, but we purposefully induced two live migrations of the VM that hosts the 

performance tasks. 

The LINPACK benchmark was set up with matrix dimensions 5000x5000 and was targeted at CPU-

intensive computations involving large linear equations. An average of 10 executions of the LINPACK 

benchmark was gathered. The experimental results are depicted in Fig. 2 and Fig. 3. As shown in Fig. 2; 

there is almost no difference between running a task on a CloudStack dedicated compute node and on a 

cuCloud shared member node as long as there is enough resource to execute the task. However, as shown 

in Fig. 3, when there are one or more migrations, the tasks running on cuCloud might take longer. It is 

obviously a consequence of the induced migration of the VMs. From our experimental result, the 

performance gap between one migration and two migrations does not seem obvious (12.64 vs 12.71 

seconds), which may not be generalized. 
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Fig. 2. LINPACK: dedicated Vs CU-Cloud. 

 

Fig. 3. LINPACK; dedicated Vs CU-Cloud with migration. 

STREAM was designed mainly to measure the memory bandwidth using four operations, Add, Copy, 

Scale, and Triad, and was set up with an array of 2,000,000. Fig. 4 depicts the average bandwidth usage 

of 10 trials of running STREAM with the 5 scenarios. As Fig. 4 shows, the bandwidth usage of the four 

operations in the first 3 scenarios is almost the same, and VM migration noticeably causes an increase 

in bandwidth usage. 

 

Fig. 4. STREAM bandwidth rate. 
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The preliminary implementation of CUCM and experiments with both cuCloud and CloudStack 

demonstrate that the concept of CUCM (i.e., no data center cloud solution) works and presents a promising 

alternative approach to Cloud Computing with many advantages. 

3 | Related Works 

Very few works have been done in the research direction that we embark on: the development of the 

Cloud Computing model based on spare resources of PCs as its resource base. One noticeable work is the 

so-called ad hoc cloud reported in [9], where in various research issues related to cloud provisioning using 

general-purpose computers were explored. The proposed cloud infrastructure architecture consists of 

several components: one creates/destroys cloud elements; one monitors the effects of created cloud 

elements; one handles the quality of service issues; and one executes allocated tasks. The authors gave no 

actual implementation of their ad hoc cloud system. Another work in non-dedicated data center-based 

Cloud Computing is [10] that tried to investigate the feasibility, reliability and performance of ad hoc Cloud 

Computing infrastructures. The ad hoc cloud system, a client/server system, is based on the well-known 

VC system BOINC with a virtualization support called V-BOINC. The server component has three 

subcomponents: Cloud Interface, VM Service, and job service. The client is the one that accepts the jobs 

and executes them reliably. The research concluded that ad hoc cloud is feasible and a viable alternative to 

the current data center-based Cloud Computing systems. The authors mentioned nothing about the 

system's elasticity, multitenancy, etc. characteristics. 

4 | Conclusion and Future Work 

The CUCM aims at tapping into the underutilized computing resources available within an 

organization/community rather than dedicated servers and provides a promising alternative Cloud 

Computing solution for organizations and communities. Our work demonstrates that the "no data center" 

solution indeed works. Besides proving the concept, model, and philosophy of CUCM, our experimental 

study was highly encouraging - the "no data center" solution can gain highly competitive performance 

compared to its counterpart that depends on dedicated cloud servers. 

The most significant aspect of our work so far is that by cuCloud, we have set up a platform and have a 

door widely open for many exciting new research issues for the future. The resource pool over which VMs 

run in cuCloud is not dedicated but shared with native users/tasks. We must devise a mechanism to provide 

cloud services reliably and efficiently while keeping the services from interfering with the native users/tasks 

at member nodes. Another requirement of CUCM is to have a robust, dynamic, and efficient resource 

management and provisioning mechanism. The resource management and provisioning module should 

consider the dynamic and unreliable nature of the member hosts that contribute resources to the resource 

pool of cuCloud. We also need to investigate novel and efficient scheduling algorithms that consider the 

availability, location, and reliability of the member nodes used by the system to deploy VMs. In addition, 

cuCloud requires strong security measures to ensure the security of member nodes from malicious cloud 

client processes and client VMs from malicious native users at member nodes. 
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